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We have used canonical variational transition-state theory with multidimensional tunneling contributions (CVT/
MT) to calculate 21 kinetic isotope effects (KIE) for the addition of hydrogen atom to ethylene. The potential
energies are obtained by variable scaling of external correlation (VSEC). The reorientation of the dividing
surface (RODS) algorithm is employed so that the same reaction path can be used for every isotopic substitution.
The results show the importance of the tunneling effect for explaining the trends in the KIEs in this almost
barrierless reaction. We have predicted the regioselectivity for three different isotopically substituted substrates
and have shown how the addition to the most substituted carbon is kinetically favored, especially at low
temperature. However, our calculations show no cis/trans selectivity for the isotopically substituted ethylene
substrate.

1. Introduction Experimentally, a major difficulty in studying the addition
reaction is sorting out the pressure and energy dependences and
obtaining an elementary rate coefficient for each step. However,
the situation becomes considerably simplified in the high-
ppressure limit becauseypp reduces tdk; furthermore, the hot
radicals may be assumed to be fully equilibrated¢dmecomes
a simple function of temperaturg andky(T)/kq(T) = K(T),
whereK is the equilibrium constant for H C;H; = CoHs.

The addition of a hydrogen atom to ethylene constitutes the
simplest radical addition to an olefin. This reaction has been
extensively studied both experimentailyand theoretically1°
The mechanism of the process is now well understood and ca
be approximately represented by the following scheme:

H+ C,H, h C,H:* (R1) There now exists a good consensus on the various experimental
values for the elementary additibi"s4-23and dissociatiolf etV
K, rate coefficientsky(T) and ky(T) corresponding to this high-
CHs* —H+CH, (R1d) pressure limit, and recommended expressions for both the

addition and the dissociation reactions have been propdsed.

K The present paper will be concerned entirely with the high-
CHg* o CHs (R1s) pressure association rate coefficieki(T), and those of its
isotopic derivativesky(T) throughkig(T), which are enumerated
where GHs* is a vibrationally hot ethyl radicat and Mis a  in Table 1.

third body. Assuming that the steady-state approximation is valid ~Radical addition reactions_ are difficult to study _theoretically
for the concentration of the vibrationally hot ethyl radicals, the because accurate electronic structure calculations are very

apparent bimolecular rate coefficient for addition will be difficult. The difficulty results both from the low barrier found
for such reactiori2 and from the difficulty of treating the
kk{M] radicals because of their open-shell charattéfheoretical
kapp: _ Q) studies of the title reaction have raised two major subjects of
kg + k{M] discussion: (1) whether transition-state theory (TST) and RRKM

theory can simultaneously fit the rates of thgH¢+ H addition
where [M] is the concentration of the third body. More and the GHs unimolecular dissociation; (2) whether the
realistically, one would recognize that ethyl radicals with transition state is loose or tight. Work by Hase, Schlegel, and
different total energies decompose at different rates, leading toco-workeré® seems to have answered both questions, namely,

energy-dependeri. “yes” for question 1 and “loose” for question 2. They proposed
F— - a transition state with a fixed geometry for all temperatures
. Bﬂ:xg:zgato'?‘&‘i’:%rg:‘o?: Barcelona. considered (atatictransition state), and they obtained the final
8 |nstitut M){micipm d'Investigacidviédica. rate constants using conventional transition-state theo_ry. The
'Universidad de Extremadura. potential energy barrier was fitted to reproduce the experimental
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TABLE 1: Reactions Considered in This Study

subject reaction o

unsubstituted *H + CH,CH, — *CH,CHjs R1 4
reaction

primary and *D + CH,CH,;— *CH,CH.D R2 4

secondary KIEs *Mu + CH,CH; — *CH,CMuH, R3 4

*H + CD,CD, — *CD,CHD, R4 4

‘D + CD,CD, — *CD,CD3 R5 4

*Mu + CD,CD, — *CD,CMuD, R6 4

regioselectivity  *H + CD,CHD — *CD,CH;D R7a 2

*H + CD,CHD — *CHDCHD, R7b 2

*H + CH,CHD — *CH,CH,D R8a 2

*H + CH,CHD — *CHDCH; R8b 2

D + CD,CHD — *CHDCD; R9a 2

‘D + CD,CHD — *CD,CHD;, R9% 2

‘D + CH,CHD —*CH,CHD, R10a 2

*D + CH,CHD — *CHDCH,D R10b 2

*H + CD,CH, — *CH,CHD, Rlla 2

*H + CD,CH, — *CD,CHs R11b 2

‘D + CD,CH, — *CD,CH;D R12a 2

*‘D + CD,CH, — *CH,CD;3 R12b 2

stereoselectivity *H + cisCHDCHD — *CHDCH,D R13 4

*H + transCHDCHD—*CHDCH,D R14 4

*D + cisCHDCHD — *CHDCHD, R15 4

D + transCHDCHD — *CHDCHD,, R16 4

results for both the addition and the dissociation reactions.
However, as pointed out in previous studies of the present
authors for the title reactidnand for the related association
reaction GH4 + OH — C,H,OH,** variational optimization of
the location of the transition state for different temperatures
(dynamic transition states) is crucial for understanding the

looseness of addition reaction transition states and for making

guantitative estimates of entropies of activation. The latter were

shown to be the origin of the negative temperature dependence

of the rate constant for the OH addition to ethylene.
Most of the studies on H C;H4 have been carried out with
protium atoms and the perprotio ethylene moleédlapwever,

much attention has also been devoted to kinetic isotope effects

(KIEs). Cowfer and Michaél carried out room-temperature
experiments for two partially deuterated versions of the reaction
and the fully deuterated version, and they used theory to try to
disentanglé; from kapp In particular, they applied conventional

transition-state theory in order to understand the distribution of
products. They fitted the parameters needed for the calculation

to the kinetic results obtained for the nondeuterated case. By - : . .
econstants, with the ratids;:ki:k, being approximately 4.0:1.4:

assuming that the geometry, energy, and force constants of th
transition state are invariant to isotopic substitution, they
concluded that the experimental KIEs are due exclusively to
differences in the zero-point-inclusive energy barriers of the
static transition states given by

AVanF = AV + & — R (2)
where AV* is the potential energy of the saddle point relative
to reactants¢®* is the zero-point vibrational energy of the
transition state, aneR is the zero-point vibrational energy of
reactants.

A later study by Nagase et @lemployed the UHF level of
electronic structure theory and conventional transition-state
theory (TST). Their calculations yielded a transition-state model
that fits quite accurately the experimental data of Lee &t al.
for the perprotio addition (Arrhenius parametef§ST = 107103
cm® molecule! slys ABXP = 107104¢cm3 moleculel s71; E;TST
= 2.3 kcal/mol vsEF® = 2.1 kcal/mol). Encouraged by this
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temperatures, the D addition would be faster than the H addition
because of a smallekV,G* for the former, while at higher
temperatures the higher Arrhenius preexponential factor for the
H addition would invert this behavior. They also predicted a
slightly higher reactivity for the cis isotopomer in the X
CHDCHD reaction (with X= H, D) and a general preference
for both H and D to add to the most deuterated carbon in the
series CHDCH, CD,CH,, and CDCHD. Both of these pro-
pensities are the opposite of what occurs in olefins bearing a
nonisotopic substitueit.In light of more experience with
electronic structure theory, we now realize that electronic
structure calculations without electron correlation, as employed
in these pioneering studies, are not reliablend the good
agreement with some of the experimental data was fortuitous.

Sugawara et @l measured the high-pressure limit of several
of the KIEs for the reactions of H and D with,&4, CHDCH,,
and GD4 over the temperature interval 20861 K. They
compared their results to TST calculations based on the Nagase
et al® transition-state model with the Wigner tunneling formula.
The theoretical results differed qualitatively from the experi-
mental ones; this was especially so for the temperature depend-
ences, with very severe differences for the transition-state model
of Cowfer and Michael and less severe but still “very poor”
differences for the Nagase et al. parameters. The former problem
was attributed to a 120 crh bending frequency at the transition
state in the CowferMichael model, whereas this is increased
to 404 cnt! in the Nagase et al. model. The errors in the
calculations with the Nagase et al. model were attributed to the
deficiency of conventional transition-state theory, in particular
to a large amount of recrossing of the conventional transition
state.

Muonium KIEs are expected to be very informative because
of the extremely large mass ratio, about 8.8, of H to Mu. (A
muonium atom is composed of an electron and a positive muon,
which is much lighter than a proton but still heavy enough for
the Born-Oppenheimer approximation to be reasonably ac-
curate!®) Garner et af.used the muon spin rotation method to
obtain rate constants for the addition processestMtyH4 and

Mu + C,D4. This technique allows the “direct” measurement
of the addition rate constantg and ks, independent of the

gpressure. When compared with the results of Sugawara €t al.,

the data of Garner et al. show very large increases in the rate

1.0 at~500 K and 70.:1.4:1.0 at150 K. The study of Garner

et al. suggests that the rate increase for Mu might be explained
by tunneling through a loose, early transition state. This implies

that the effects of zero-point energy are less important than

assumed previously and that translational energy is mainly
responsible for promoting the reaction.

In previous studies we have shown how the inclusion of
multidimensional tunneling effects accounts quantitatively for
the curvature of the Arrhenius plots in the MuCyHg, 10 H +
CoH4,21%and D+ C,H,4 reactions® The objective of the present
paper is to examine the roles of variational location of the
dynamical bottleneck and multidimensional tunneling for the
whole range of primary and secondary KIEs of the title reaction.
This should allow us to obtain a much more complete picture
of this system, which is the simplest prototype for the kinetics
of radical additions to olefins and hence of great fundamental
interest. Table 1 lists the 22 different reactions considered in
this work.

success, the authors studied the KIEs for D atoms and deuterated To obtain a reliable potential energy profile for the dynamics
ethylene, including the stereo- and regioselectivity of the study, we have introduc€a new way to extrapolate electronic
isotopically substituted substrates. They predicted that at low structure calculations to the limit of full configuration mixing



H + CoHs — CoHs J. Phys. Chem. A, Vol. 103, No. 26, 1999063

and a complete electron basis. This method, called variable
scaling of external correlation (VSEC), is based on the previ-
ously described scaled external correlation method (SER).
uses a geometry-dependent scale factor to combine a complete
active space self-consistent field (CASSCF) calculation with a
calculation that includes an appreciable amount of the dynamical
correlation energy. The new method, combined with variational
transition-state theoty (VTST), allowed us to obtain realistic
potential energy surface information for direct dynarfics
calculations of the perprotio title reactiand also the D and
Mu additions to the unsubstituted substréte.

The first step in traditional methods for computing VTST
rate coefficients and multidimensional semiclassical tunneling @

probabilities is to calculate the minimum energy path (MEP:

which is defined as the paths of steepest descent from the saddle
point to reactants and from the saddle point to products, as /
calculated in an isoinertial coordinate system. (An isoinertial ;
coordinate system is any coordinate system in which the same o1 ,
reduced mass is used for all possible directions of motion. The 7
MEP in isoinertial coordinaté%?is also called! the “intrinsic”
reaction path.) The signed arc length along the MEP is called
the scalar reaction coordinageBy definition the MEP depends

on the atomic masses of the atoms involved in the reaction,
and therefore, a new MEP should be calculated for each isotopic
substitution. However, under the Bor@ppenheimer ap-
proximation, the potential energy surface for a system depends
on the atomic numbers but not on the masses of the nucleiFigure 1. Definition of the geometrical parameters in Table 2 and
involved in a reaction. To take advantage of this, new Figures 2 and 3.

method$?23have been developed for computing VTST reaction

rate constants including multidimensional tunneling contribu- complete basis set method (CBS-RAD) that was specifically
tions without having to evaluate the MEP at all or without designed for radicals by Mayer et'dl.

having to evaluate a new one for each isotopically substituted A DCP has been constructed by fixing tRe-x distance (see
reaction. These new methods have been successfully applied-igure 1) at different values and allowing the other degrees of
to the calculation of reaction rates for several reactfofig2 24 freedom to relax. In this way, we calculated 13 points along
Therefore, only one reaction path needs to be constructed, andhe DCP on the reactant side of the saddle point and 8 along
it may be an MEP for the isotopically unsubstituted reaction or the DCP on the product side. At the QCISD/6-311G(d,p) level
it may be a distinguished-coordin&teath (DCP), which is  these points cover the interva¢-x = [1.5 A, 2.9 A]. The DCP
independent of masses. |In the present paper we use the |attep0ints are more concentrated around the saddle point than far

P1

choice. from it because this is where the variational transition states
are expected to be located and where tunneling is more likely
2. Methods and Calculations to occur. The energy of these points will be calléstp.
2.1. Electronic Structure Calculations. Geometries, ener- At each DCP geometry(with j =1, 2, ..., 21), a generalized

gies, and first and second energy derivatives were calculatednormal-mode analysi8in redundant internal coordinat@as
using theGaussian 94program?® We recall that the general  been performed using a QCISD/6-311G(d,p) Hessian. (The
notation X//Y2” denotes geometry optimization and Hessian internal coordinates are curvilinear, which means the general-
evaluation (for frequencies) at level Y followed by a single- ized-transition-state dividing surface is curved, which is more
point energy calculation at level X. As usual, we omit //Y if Y physical than a hyperplane in Cartesian coordinates.) By
is the same as X. A consequence of this standard notation isdiagonalizing the Hessian with one direction projected®ét
that by default X//Y calculations involve a level-Y Hessian, at each DCP point, we obtain th&l3- 7 = 14 (whereN is the
whereas a level-X Hessian is the default for X calculations. As number of atoms of the system) eigenvectbrg(j) corre-
usual?” X and Y each has the form L/B, where L denotes the sponding to the generalized normal-mode motions orthogonal
Hartree-Fock or correlation level (i.e., the many-electron level) to the path and their corresponding eigenvalues. The latter
and B denotes the one-electron basis. provide the generalized frequencieg(j) along the path (where
Figure 1 shows the definitions of internal coordinates for the m labels one of the 14 generalized normal modes). Since an
stationary-point geometries in the system. Stationary-point MEP was not calculated, projecting out the frequencies by
geometries (reactants, product, and saddle point) for reactionprojecting the local gradieftobtained from the DCP optimiza-
R1 were optimized, and the harmonic vibrational frequencies tions may lead to unphysical resutés?4 Since MEP calcula-
were calculated using quadratic configuration interaction with tions are known from experient&%323 to lead to physical
single and double excitatioffs(QCISD) and the 6-311G(d,p)  reaction-path frequencies, this may be explained by the fact that,
basis set’ Previous worR1® showed that this provides an in general, the DCP geometry does not lie on the MEP, and for
adequate basis for applying the VSEC method (see below) tothis reason the gradients obtained from the DCP calculation are
obtain quantitatively accurate results in the dynamical study of not parallel to the gradients one could obtain from an MEP
reaction R1 and its reverse process. calculation. Thus, the recently developed RODS algorithm,
To obtain reliable thermochemical properties for the addition in which the projected direction (which would be taken as the
processes, we have also performed a calculation using the newgradientg(j) in a typical MEP calculation) is variationally
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optimized (obtaining an optimized directior(j)), has been transition-state theoty:#! (CVT) with multidimensional tun-
applied to obtain physical eigenvectors and generalized frequen-neling correction®-35 (MT), and the rate constants are denoted
cies along the DCP path by maximizing the generalized free k(T)VMT, The CVT method involves calculating the standard-
energy of activationteD K for each poinf. The resultingon(j) state generalized-transition-state (GT) free energy of activation
values are used to calculate the vibrationally adiabatic ground- profile defined by

state potential energy cur¥C(j). This is defined, at each DCP

point j, by?2 Vu(s CT(T,s
AGETT =RT w19 (4)
o LSS ke OFMK’
Va () = V() +5h Zwm(l) ®)
m= whereR is the gas constaritg is the Boltzmann constanfcT-
at pointj [Vu() = Voce(j)]. The determination ofVy is at a distance along the DCP from the saddle point as defined
described elsewhefg. above K in cm® moleculel, is the reciprocal of the standard-

Finally, at each DCP point, and also at the stationary points, State c_oncentration, anbR(T) is the reactant partition function
several single-point energy corrections using the same 6-311G-Per unit volume. Note tha¥y(s) depends on masses because
(d,p) basis set have been computed, namely, the following: (a)the RODS path depends on masses. The vibrational and
quadratic configuration interaction with single and double rotational contributions to the free energy also depend on
excitations and a quasiperturbative estimate of the effect of Masses. For each mass combination, the variational transition
connected triple excitatioAscoupled to both single and double stath is optimized by finding the value = s(T) at which
excitations (QCISD(T)); (b) coupled cluster with single and AGSTXT.s) is a maximum, and the CVT rate coefficient is
double excitatior® (CCSD) with the same kind of quasiper- ~defined by

} (5)

turbative estimate of the effect of connected triple excitafibns

(CCSD(T)); (c) complete active space multiconfiguration $CF kg T AGE™(T,9)
wherea(s) is the reaction path symmetry factor, which accounts
for the number of equivalent reaction paths. (Note that all the

CVT 0. _
(CASSCF) using three electrons in three orbitals as in the KZM=7K mln[a(s) ex;{ kT
symmetry numbers are omitted in eq 4.)

previous work1? (d) second-order perturbation theory based s
on the CASSCF state as a reference $1a@ASSCF-MP2).
The QCISD(T), CCSD, and CCSD(T) calculations are based
on an unrestricted Hartred-ock reference state.

2.2. Reaction Coordinates. To variationally optimize the

transition-state geometry and to apply tunneling corrections with In generaf’

the methods we will describe below, we need to map the RODS- R

optimized DCP point$ onto a reaction coordinate This s is o(s) = no (6)
taken as the signed distance in mass-scaled coordih#tatong a®'(9)

the sequence of RODS-optimized points from the saddle point

(positive on the product side and negative on the reactant side) wheren is the number of identical transition states is the

In all cases the coordinates were scaled to a mass of 1 amu. Taisual rotational symmetry number for the reactants (it would

calculate the distance between two consecutive pgints i be the product of these symmetry numbers if there were two

andj, = i + 1, we first ensure that the orientation of the molecular reactants, but in the present case one reactant is an

molecular system is consistent. This is accomplished by using atom), ands®7(s) is the usual rotational symmetry number for

the algorithm proposed by Chéhwhich involves rotating the  the generalized transition statesatn our applications, as usual,

Cartesian coordinates of poijatin order to obtain a minimum  ¢€T is independent o§; thus, o(s) becomes a constant

distance in mass-scaled coordinates between the two points. This In the perprotio reaction, the symmetry point groups for

method also yields rotation matrices along the reaction path thatreactants and transition state &, andCs, respectively, with

are used for ensuring that other reaction path quantities symmetry numbers 4 and*? andn = 1, yieldingo = 4 for

(gradients and Hessians) are consistently aligned for each pointhe addition process in R1. This agrees with our intuitive

along the reaction path. notation that there are four reaction paths corresponding to top-
Because the BornOppenheimer approximation is assumed side and bottom-side addition to both the left and right side of

to be valid, the potential energy surface does not depend onethylene. For X+ CH,CHD — CH,CHDX, with X = H, D, or

the masses of the atoms. However, the reaction path, the valueMu, the point groups ar€; for reactants an@; for the transition

of s, the moments of inertia, and the frequencies and curvature state, respectively, leading*focR = 1 ando®T = 1. In this

of the reaction path do depend on the masses of the atomscase thoughm = 2 because the transition state is chiral and has

Nevertheless, with the algorithms used here, no extra electronican optical isomer. (The case of % H deserves a comment;

structure calculations are needed for various isotopic substitu-ordinarily one would not expect a GMY center to be a center

tions. Although the same DCP points are used for every new of chirality, but the two C-H bonds at the addition center are

isotopic substitution, the RODS algorithm is reapplied for each very different at the transition state.) Therefases 2. Again,

one of thent3 this is intuitively reasonable, since X can add from the top or
2.3. Dynamical Calculations.The first-level reaction-path  bottom. Identical considerations apply to the transition state for

information (DCP geometries, optimized RODS geometries and X + cissCHDCHD, soo®T = 1, n = 2, but now the reactant is

directions v(s), and energy second derivatives, all of them C,, soo® =2 ando = 4. For X+ trans CHDCHD, the reactant

calculated using the same molecular orientation or transformedhasC,, symmetry, swR = 2, 6T =1, n = 2, and sas = 4.

to the same orientation) and the higher-level single-point For X + CH,CD,, the reactant haS,, symmetry, and we have

energies along the first-level path are used to calculate high-o® = 2, 6T = 1, n = 1, so againg = 2. Table 1 gives the

pressure association rate constants as functions of temperaturesymmetry factors for each of the association reactions studied

These calculations are carried out by canonical variational in this work.
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Tunneling corrections are included as a multiplicative factor, Re-x — Re—xe
called the ground-state multidimensional tunneling (MT) trans- F(Rc-x) = Fo + Fyexg — 5 (10)

icqj el MT

mission coefficientc™(T), where Fy and F; are adjustable unitless parameteyrsis an

adjustable parameter with units of lengfs-x is defined in
KYTMT(T) = MTTKYT(T) (7) Figure 1, andRc_x e is theRc_x distance at the QCISD/6-311G-

(d,p) GHs equilibrium geometryRc—x . = 1.103 A). The choice

We consider two levels of tunneling corrections in this work, of an exponential, rather than say a Gaussian, is based on the

namely, zero-curvature tunnelitfg? (ZCT) and centrifugal-  fact that the valence energy varies exponentially with distance

dominant small-curvature tunneli#fg?® (SCT). To calculate along a bond-making coordinat&At the GH,; + H reactant

the SCT tunneling probability, we need the reaction-path curva- structure,Rc_x is equal to infinity, soF for reactants is=o.

ture ats for each modem. The componen#$ Bns) of the Analogously, at the gHs product (P) structure, eq 10 reduces
curvature vector are computed from the generalized normal- to F, + F; for products.
mode eigenvectorsy(s), along with the RODS direction(s), In ref 9, the MRCI method which was used in the original
as follows?* SEC theory but which is not size-consistent, was replaced by a
QCISD(T) calculation. For some systems CCSD(T) calculations
3N dv;(s) have been found to be more reliable than QCISB{End for

B,,(s) = —[sin()] Lin(S) (8) this reason we switched from QCISD(T) to CCSD(T) for the
=1 ds DCP calculations in ref 10 and the present work. A second way
in which the present work and ref 10 differs from ref 9 is that

In eq 4 forAGET(T,s), rotations are treated by the classical we calculated the DCP geometries at the QCISD level rather
rigid rotor approximation, and vibrations are treated as quantum than the MP2 level (the reason for this is discussed in section
mechanical separable harmonic oscillators, except for the lowest3.1). A third difference from ref 9 is the procedure for obtaining
normal mode in the @s generalized transition states and the three parameters needed in eq 10. In ref 9, the parameters
product, corresponding to rotation about the €bond, which were varied manually until good agreement with experimental
is treated with the hindered roférapproximation. To obtain results was obtained. Now, a genetic algorithPd is used
the properties required for the CVT calculation (i.e., energy, instead. The fitness function for the genetic algorithm calculation
frequencies, determinant of moment of inertia tensor for overall has been chosen to be of a very simple form:
rotation, reduced moment of inertia of the hindered rotor, and F
reaction-path curvature components) as continuous functions of m
the parametes, we interpolated the values obtained at the 21 {In[KAT)] — In[KS™MT(T)1}2
+ 3 (nonstationary plus stationary) points on the reaction path i=
using the interpolated-VTST-by-mapping algorititn.

All dynamical calculations were carried out using a modified
version of the Polyrate code, version 769,

2.4. VSEC Calculation.If the single-point energies computed
at the various electron-correlation levels are used directly, the
agreement of the calculated rate constants with the experimental exp, CVTIMT 2
results is very podr® because of the failure of standard ab initio {In[kg™(T)] — In[kg (M1}
methods to predict reliable potential energy surfaces for radical =
addition reaction8:1912-14 Tg obtain a potential energy surface Ny
that is useful for our KIE calculations, we have used the recently (11)
developedl VSEC procedure. The basis of this method is the 2
scaled external correlation (SEC) metHéayhich is based on
combining the results of two ab initio calculations: a CASSCF wheren; andng are the number of experimental data ka¢T)
calculation that accounts for internal (also called static) electron and k4(T) used in this work and are equal to 27 and 14,
correlation effects and a multireference configuration interac- respectively. We note thd; in eq 10 is the difference in the
tion*” (MRCI) that accounts for an appreciable fraction of the fraction of external correlation energy recovered by the CCSD-
external (or dynamical) correlation. Then, in the SEC method, (T)/6-311G(d,p) calculation of the reactants and the products,

ng
fitness= — +
i 2

Ng

the accurate energy is approximated by which is related to the value calculated for classical potential
energy differenc@\V of the products with respect to reactants,
Evral — Ecasscr which, in turn, strongly affects the calculated equilibrium

Esec= Ecassce™ - EF ©) constant for the addition reaction. For convenience then, the

adjustable parameters in the genetic algorithm are taken as

where we assume that the internal correlation is correctly For @nd the classical energy of reactidV rather thany, Fo,
introduced by the CASSCF tef#” and that the fraction of and F;. The thrt_ae parameters are.adjusted to simultaneously
the dynamical correlation energy recovered by the MRCI repr.o'duce the hlgh-pressure expenmgn"[al rate constants fqr the
calculation with a given basis set can be represented by a_addltlon an_d t_he unimolecular _d|SSOC|at|on, the ratio of which
constantF.16 The VSEC approach considers thisto be a is thg equilibrium constant. Thls_ procedure allows us to get a
function of some distinguished coordinaRs_x in this work, consistent energy proﬂ[e that vylll be used for calculating the
that indicates the degree of progress in a direction at leastVarious isotope effects in reaction R1.

approximately parallel to the reaction path. The functional form
used here is the same as in ref 10 and is a slight modification
of the methodology described in ref 9. It is based on the bond  3.1. Electronic Structure Calculations without Scaling.In
energy-bond order (BEBO) schenfé: Table 2 we present the structural parameters obtained for the

3. Results and Discussion
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TABLE 2: Geometries (Distances in A and Angles in degs) 50 . . :
Calculated by QCISD/6-311G(d,p) Method
QCISD/6-311G(d,p)
coordinaté  exptP C,H, CoHy saddle point GHs )
Rec 1.339 1.339 1.353 1.499 ‘
Re_x 1.976 1.103 < 40
Rc-y 1.085 1.087 1.087 1.086 § ‘
Rc-z 1.085 1.087 1.087 1.096 8
01 106.7 111.6 X F
02 121.1 121.6 121.4 120.5 3
03 121.1 121.6 1211 111.3 o
< 300
a See definitions in Figure P.Reference 54. w
3 ——QCISD
stationary points of the reaction at the QCISD/6-311G(d,p) level +gg|SSDD£rT) 1
of theory. The agreement with previous calculatfghand _,_CASSE:%
experiment&* values (where available) is good. For the ethyl ——MP2/CASSCF |
radical, the calculations reflect the expected lengthening of the 2f1) y 8 55 0% ! 30

Rc-c distance, and th&®:-x and R ¢z distances are clearly
longer thanRc—y, which maintains a value close to the one it
has in ethylene. In the saddle point structure, the.Gnoiety Figure 2. Potential energy profiles along the QCISD/6-311G(d,p)
resembles ethylene, witRc—c only 0.014 A longer than in distinguished-coordinate _path at various I_evels _of theory for e, C
reactants. The distand&_x of the attacking hydrogen from + H reaction vs théRc_x distance. The basis set is 6-311G(d,p) for all
the attached carbon is 1.976 A, which is consistent with the these calculations.
early character of the transition state for this reaction, as we at the L/6-311G(d,p)//QCISD/6-311G(d,p) level along the
noted in our previous work. QCISD/6-311G(d,p) DCP. Although the CBS-RAD method is
The first six rows of Table 3 summarize the results for the not designed for barrier heights, and this result must be taken
energetics calculated without scaling. (The last row of this table with caution, the value obtained at this level for the potential
will be explained in section 3.2.) The quantiy is the classical energy surface is clearly below the values obtained with the
energy of the reaction, i.e., the potential energy of the ethyl above-mentioned methods.
radical with respect to the reactants at infinite separation. The In Figure 2, the potential energy profiles on the QCISD/6-
first row gives the results we obtained by the complete basis 311G(d,p) DCP at different levels of theory are plotted versus
set method for radicald (CBS-RAD), which will be used as a  the Rc_x distance. Note thaRc_x distance decreases as the
standard for testing the methods that are more practical for system goes from reactants to products. Thus, in Figure 2, as
dynamics. The values computed at the CASSCF level under-in all the plots versus th&c_x distance in this article, the
estimates\V. Since CASSCF includes internal (static) correla- products are on the left-hand side and the reactants are on the
tion energy, but a negligible portion of the external (dynamic) right. From Figure 2 it is clear that the position of the maximum
correlation, we conclude that the latter changes very appreciablyenergy along the reaction path is dependent on the level of
over the course of the reaction. CASSCF-MP2 and QCISD calculation. Thus, the lower is the calculated potential energy
include dynamical correlation energy and yield more accurate barrier for the addition, the larger is the valueRj-x at the
results, but they are still not quantitatively accurate. The single- maximum of the curve. At the QCISD level, for examRe,-x
point energy calculations performed at QCISD(T) and CCSD- = 1.976 A at the maximum of the potential energy profile, while
(T) levels, which each includes two quasiperturbative triple at the CASSCF level it iR.—x = 1.904 A. This is consistent
excitation terms, do not differ significantly from the value with the Hammond postulaf&,and it shows how dangerous it
computed with the CBS-RAD level. is to use only single-point calculations at an optimized saddle
The forward and reverse potential energy barriers at different point structure for reactions with flat potential energy surfaces.
levels are also given in Table 3. The QCISD/6-311G(d,p) value In the case of the CBS-RAD calculation, the maximum of the
corresponds to the energy of the optimized saddle point at thatCBS-RAD//QCISD/6-311G(d,p) potential energy profile is
level of calculation. In all cases we carried out energy expected to be aRc—x > 1.976 A, with a somewhat higher
calculations at this structure, and these are given inMtie value for the energy barrier than the 1.32 kcal/mol calculation
columns. ForL = QCISD(T), CCSD(T), CASSCF(3,3), and reported in Table 3, which is based on the QCISD/6-311G(d,p)
CASSCF(3,3)-MP2, we also calculated the maximum energy saddle point geometry.

R..x / Angstroms

TABLE 3: Energetics (kcal/mol) for the C,H4 + H — C,Hs Reactior?

method AV \a VsP Vi — AV VP — AV
CBS-RAD//QCISD/6-311G(d,p) —39.57 (-33.90) 1.32 (2.99) 40.89 (36.89)
QCISD/6-311G(d,p) -41.13 3.60 3.60 44.73 44.73
CASSCF(3,3)/6-311G(d,p)//QCISD/6-311G(d,p) —30.72 8.38 7.94 38.65 38.21
CASSCF(3,3)-MP2/6-311G(d,p)//QCISD/6-311G(d,p) —35.94 6.75 6.50 42.43 42.18
QCISD(T)/6-311G(d,p)//QCISD/6-311G(d,p) —39.36 3.61 3.61 42.97 42.97
CCSD(T)/6-311G(d,p)//QCISD/6-311G(d,p) —-39.39 3.75 3.75 43.14 43.14
VSEC//QCISD/6-311G(d,p) —40.18 (-34.60) 1.72(2.58) 1.60(2.50) 41.90(37.18)  41.78 (37.19)

a AV is the classical energy of reactiovt and VSP represent two different ways to estimate the classical barrier height. The qudnigtyhe
maximum of the curve of high-level single-point energy calculations along the DCP, which is calculated at the QCISD/6-311G(d,p) I8VBl. The
values are high-level single-point energy calculations at the QCISD/6-311G(d,p) saddlé paines in parentheses are zero-point-energy-inclusive
values (with zero-point energy calculated at the QCISD/6-31G(d) harmonic level scaled by a factor of 0.9776 for CBS-RAD and at the unscaled
QCISD/6-311G(d,p) harmonic level for VSEC calculatiohs.= —0.084 A, whereRc_x = 2.055 A and the zero-point energy is 32.86 kcal/mol.
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In Figure 3 several internal coordinates along the QCISD/6- "

311G(d,p) DCP have been plotted vergis x. The vertical Figure 4. Evolution of the expected value of tf& operator,[$°[]
dotted line indicates the position of the QCISD/6-311G(d,p) and of the Euclidean norm of thevector of the coupled-cluster wave
- . function, T1, along the DCP vs th&:_x distance.
saddle point. The angle between the attacking hydrogen and
the two carbons of ethylené;, remains almost constant as the
reaction takes place. Since the system ret@insymmetry all
along the DCP, the angle; corresponds to both the torsions
5-C—C-4 and 5-C-C-3 (see Figure 1) and indicates the
development of nonplanarity at the carbon that retairs sp
hybridization in the ethyl radical. This $parbon stays almost
planar during the reaction, areh changes only slightly from
its initial value of 90. More significant effects can be seen in
the evolution of the other two internal coordinates in Figure 3.
Still reading from right to left, we see that th& ¢ distance
remains almost constant until the saddle point. Then, a dramatic
change occurs in the internal coordinates related to th€ C 3
bond. On one hand, tHe-_c distance increases rapidly until it 10~ In the last row of Table 3, the VSEC values for the
reaches its ethyl radical value. Simultaneously, the nonplanarity €lassical energy of the reaction and the energy barriers for the
of the environment of the carbon that is attacked, representedddition and dissociation reactions are given. The classical
in Figure 3 by the angles_c_c_a, increases rapidly. Figure 3~ €Nergy of the reaction obtained from the VSEC calculation that

shows that the energy barrier for the addition process occursfitS the best the experimental rate constants is in quite good
very early in the process of making the-C double bond. agreement (0.6 kcal/mol) with the CBS_—RAD calcula’_[lor_]. The
In Figure 4 the expectation value of tS8 operator (%] is barrle_r helght_s are also remarkably similar, but this is Ie_ss
plotted along the DCP. The value @ along the DCP exceeds meaningful, since the CBS-RAD value for the energy barrier
the value corresponding to a doublet, which is 0.75, because of WS calculated at the QCISD/6-311G(d,p) saddle point structure,
contamination from higher multiplicity states. This spin con- Which corresponds to a shortBex distance Re-x = 1.976
tamination is the reason that we have used the QCISD method®) than the correspondinBc-x distance at the maximum of
as the lower level in the present paper: in particular, experience (h€ potential energy profile of the VSEC calculatidRe(x =
has show#f that QCISD is less sensitive to spin contamination 207 A). (Recall that zero-point energeis are calculated in the
than the Mgller-Plesset second-order perturbation theory (MP2) harmonic approximation in this paper.)
used in ref 9. The vibrationally adiabatic barrier height obtained for reaction
3.2. VSEC Calculations Figure 4 also shows the Euclidean R1in the present study is 2.63 kcal/mol ¢at —0.042 A where
norm of thet; vector of the coupled-cluster wave function, Rc-x =2.017 A, the potential energy is 1.69 kcal/mol and the
denoted||t;||. A value of ||t]| higher than 0.02 has been zero-point energy is 32.94 kcal/mol, compared to the reactant
proposed as an indicator of the need for a multireference zero-point energy of 32.00 kcal/mol). This may be compared
electron correlation procedure. Figure 4 shows that this diag- t0 2.70 kcal/mol obtained in ref 8 and to 2.58 kcal/mol in the
nostic does exceed 0.02 over the critical part of the reaction Present study at the saddle point (which occurs at—0.084
path for our reaction. However, the MRCI calculations carried A). (Recall that zero-point energies are calculated in the
out by Hase et dl.on this system gave essentially the same harmonic approximation in this paper.)
result as the calculations at the QCISD(T) level. Because the 3.3. Dynamical Calculations.The first point we wish to
energy barrier predicted by MRCI calculations was too high, discuss is the difference between canonical variational theory
they were unable to predict the reaction rates for the perprotio (CVT) and conventional TST, with the latter based on the
titte reaction. Similarly, all of our ab initio calculations location § = 0) of the maximum of the lower-level QCISD/
overestimate the barrier height, as can be seen in Figure 2 and-311G(d,p) potential energy along the original DCP (in the
Table 3. If any of the potential energy curves shown in Figure notation of Table 3, this is the SP version of TST, not the
2 are used to calculate the rate constants for the title reaction,version). Table 4 gives the ratio RFST to k°VT for three sample

the computed values do not match the experimental results; the
calculated rates are much too low. The main reason for this
failure is that the ab initio barrier heights for the addition reaction
are too high. In our previous wofkwe developed the new
VSEC technique for obtaining reliable potential energy surfaces
for addition reactions, as outlined in section 2.4. The VSEC
energy profile is obtained from eqgs 9 and 10.

By use of a genetic algorithm to maximize the fitness shown
in eq 10, the final parameters for the VSEC calculation in eq 9
areFo = 0.6243,y = 0.1801 A, andAV = —40.18 kcal/mol.
From these values, one can easily calculate Fhat 8.74 x
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TABLE 4: KkSP/KCEVT and k¥/kCVT a TABLE 6: SCT
method T (K) R1b R11& R12 T(K) R12 R11& R12
SP 200 1.05 1.05 1.24 200 241 2.36 1.68
500 1.01 1.03 1.05 500 1.15 1.14 1.09
1000 1.08 111 1.08 1000 1.03 1.03 1.02
588 1%% 1%8 igg a2 These column headings identify reactions in Table 1.
1000 1.44 1.47 1.29

2K is KTST calculated using a transition-state dividing surface at involved). The transmission coefficients indicate the increase
the saddle point of the lower-level (QCISD) electronic structure in the re_lte coefficient, relf’mve to the Contrlbu_tlon from the
calculation, wherea is KTST calculated using a transition-state dividing ~Overbarrier process, that is caused by tunneling. (They also
surface at the highest-energy point (obtained by interpolation) of the include the decrease due to nonclassical reflection, which cancels
higher-level (QCISD(T)) energy profile along the lower-level reaction a part of the increase due to tunneling.) Table 6 shows some
path.” These column headings are explained in Table 1. values of the transmission coefficient. The rate enhancement
TABLE 5: Value of sand Re_x (in A) at Canonical by tunneling can be more than a factor of 2 at 200 K and

Variational Transition State depends strongly on isotope. .
variable T R R11d R12G 3.4. I_<|net|c I_sotop_e Effects.In the following par_agraphs,
except in the discussion of the rule of the geometric mean, the
s 0 —0.042 —0.043 —0.110 KIEs are defined as the ratkyk;, wherek; represents the rate
288 _%%3223 _06(.)33?1 _0'&%28 coefficient for the isotopic substitution with greater mass and
1000 0.058 0.063 0.043 ki represents the rate coefficient for the corresponding lighter
Re-x 0 2.017 2.016 2.055 reaction. By definition, a KIE is “normal” if it shows a faster
200 2.007 2.006 2.050 reaction for the lighter isotope (and therefore, the KIE is larger
500 1.954 1.949 1.956 than unity) and it is “inverse” if the faster reaction occurs in
1000 1.822 1.920 1.945 the heavier isotopically substituted system. For cases where no
aThese column headings are explained in Table 1. confusion can result, we use H, D, and Mu as the subsaripts

andj. For multiple substitution or to be perfectly unambiguous,

reactions. This ratio measures the amount of recrossing of thewe use the reaction numbers in Table 1.
transition state that is eliminated by moving the transition-state  3.4.1. Primary Kinetic Isotope Effect§able 7 presents the
dividing surface from its conventional location on the basis of results for the primary KIEs for the addition ¥ CoHg, with X
single-level calculations to the variationally optimized dual-level = H, D and Mu (which correspond to reactions R1, R2, and
location at each temperature. The ratio is as large as 1.24 atR3 in Table 1), with and without the inclusion of the tunneling
200 K and as large as 1.11 at 1000 K, but it is closer to unity effect. Figure 5 shows the Arrhenius plots for these reactions
at 500 K. Furthermore, the ratio depends on temperature andcompared to the experimental results. The discrete symbols
on the nature of the isotope substitution. correspond to the experimental values, and the lines correspond

Although the kSFKEVT ratios discussed in the previous to the theoretical predictions by means of the CVT/SCT
paragraph are interesting from a practical standpoint, we alsomethodology. As explained above and in our previous Wafk,
see thak*/kSP = 0.8—1.3, wherek* is our best estimate of the  the parameters obtained from the application of the genetic
conventional transition-state theory rate coefficient. This factor algorithm fit the experimental reaction rates for the perprotio
is significant, since it means thi&t/kCVT differs from kSF/KCVT reaction. Recall that these parametdfs £ 0.624,y = 0.180
by this amount. Thé¢/kCVT ratios have a more fundamental A, and AV = —40.18 kcal/mol) will not be changed for the
significance because they measure the amount of recrossing thastudy of the different KIEs in this work because they only affect
can be minimized by improving the dynamical formulation. the potential energy surface, which, by means of the Born
These ratios are shown in the lower section of Table 4. These Oppenheimer approximation, is not changed with the different
results again show strong isotopic dependence. Recrossing ofsotopic substitutions.
the conventional transition state increases with temperature, up In ref 10 we discussed the different trends of the two terms
to a factor of 1.3-1.5 at 1000 K. in eq 7 for the addition reaction, and this will not be repeated

Table 5 shows the values sfat the canonical variational  entirely here. However, it is worthwhile to outline the main
transition states for the same three reactions that were includedobservations of that work. If we only use CVT, without inclusion
in Table 4. This table shows that the locations of the variational of the tunneling correction, to obtain the rate constants for
transition states depend systematically on temperature, becomingeactions R1, R2, and R3, the theoretical results are entirely
tighter asT increases. The bottom half of Table 5 gives the different from those in Figure 5 (see also Figure 1 in ref 10).
corresponding €X distances (see Figure 1), obtained by quartic At low temperaturesT < 150 K), the relationship between the
interpolation from the output grid. We see a tightening of :09  CVT reaction rates iskp®VT > kST > ku,CVT. At high
0.11 A in this critical distance. In contrast to the values in Table temperatures, however, the relationship is invertig;cVT >
5, the maxima oMyep (as used to calculat€) occur atRc—x kqCVT > kpCVT. This inversion of the relative value of the rate
= 2.06 A. Thus, the dynamical bottleneck may have axC coefficients was noted previously by Nagase ef atho used
distance as much as 0.14 A shorter than the saddle point. Thisconventional transition-state theory without any tunneling
illustrates that saddle point calculations alone are insufficient correction. A totally different picture is obtained at low
for a full understanding of the dynamics of association reactions temperatures when including the tunneling effect in the calcula-
such as the one studied here. tions. Now, the CVT/MT rate constants are sorted in the same

The localized dynamical bottleneck locations of the previous order at all temperatures, being higher for lighter isotopes. This
paragraph are most appropriate for characterizing the overbarriedifferent behavior of reaction rates with and without the
process (where “overbarrier process” refers to the reactive flux inclusion of tunneling can also be seen in Table 7. The slopes
coming from energies high enough that tunneling need not be of the CVT KIEs as functions of temperature have signs opposite
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TABLE 7: Primary Kinetic Isotope Effects on X + CyH,4, with X = H, D, and Mu (Reactions R1, R2, and R3 in Table 1)

kwu/Kn = kafka k/ko = k/k;
T (K) CVvT CVT/ZCT CVT/SCT exptt CVT CVT/zCT CVT/SCT exptt
150 0.04 7.1 17.9 1.04 1.79 2.00
200 0.15 3.0 6.7 17°9 1.14 1.49 1.61
250 0.34 2.2 4.0 7.1 1.18 1.39 1.45 1.47
300 0.56 2.0 3.2 53 1.19 1.32 1.37 1.45
400 0.98 2.0 2.8 3.3 1.23 1.47 1.49 1.43
500 1.33 2.2 2.6 1.28 1.43 1.45
600 1.61 2.3 2.6 1.30 1.39 1.41
700 1.82 2.4 2.7 1.30 1.37 1.37
800 1.96 2.5 2.7 1.30 1.35 1.35
900 2.08 2.6 2.7 1.30 1.33 1.33
1000 2.17 2.6 2.7 1.30 1.32 1.32

aReferences 3 and 4 Reference 3¢ Extrapolated Cowfer and Michael (ref 2) obtained 1.32 by conventional transition-state theory with
R., =210A

-10.00 . o — the addition are 2.63, 2.47, and 4.44 kcal/mol for R1, R2, and
™ Mu R3, respectively. At low temperatures without tunneling, where
] the height of the zero-point-inclusive energy barrier is the main
factor in determining the rate constant, we obtain the relationship
kpCVT > kyCVT > kwuCVT in the order expected from the order
of the zero-point-inclusive barriers. At high temperatures, the
trend is reversed because the dynamics are now dominated by
the translational partition function. When the tunneling contribu-
tion is included, the behavior at low temperatures changes. Al-
though the barrier is highest for muonium and lowest for deu-
terium, tunneling through the barrier is an exponentially in-
creasing function of the square root of the appropriate reciprocal
mass. Thus, when taking into account the tunneling effect,
1400 | L ‘ KnuCVTMT > | CVTIMT > |k ,CVTIMT at all temperatures considered.

0 1 2 3 4 5 6 7 Parts a and b of Figure 7 show the evolution of the generalized
100077 frequencies along the path for reactions R1 and R3, respectively.
Figure 5. Arrhenius plots for the CVT/SCT calculations (lines) for  Note that the most significant difference is in the value of two
g:(%;;rn ggg‘i %‘Z‘?gfo';hl‘jv'tgpé:m;ﬁ;é ;”dsai dAgfcgg"‘g‘ %r:et:e lowest frequencies. These correspond to the two bending
diamonds Rate Constan‘ts are in érmolec'ulel ey Y frequen_(:les associated with the forming X bond. Nagase et
al. obtained 404 cmi for the lowest frequency at the saddle

-11.00 -

-13.00

5 : : point, and Hase et &l.obtained 391 cml. In contrast, for
VT S— : reaction R1 we obtain 374 cthats = 0, and 344, 351, 391,
4 T -..___-'— T _

e, ; and 417 cm! at the canonical variational transition states for

; temperatures of 0, 200, 500, and 1000 K, respectively. These
values show that, at least in the middle of the temperature range,
our transition state is similar to previous ones, but it also shows
a significant temperature dependence for this critical frequency.
For reaction R11a, the lowest frequency is 37T tmts = 0,
and we obtain 341, 348, 393, and 416 ¢mat the variational
transitions for 0, 200, 500, and 1000 K, respectively. For reaction
R12b the corresponding values are 288, 246, 248, 300, and 307
cm~1. We find similar but slightly smaller variations in the
‘ ‘ ‘ second-lowest frequency. These values illustrate the effect of
18 19 S0 2.1 2.2 23 tightening of the variational transition state ss raised.

..x (@angstroms) T o
In considering the results in Figure 5 and Table 7, one could
line), H (long-dashed line), and D (short-dashed line) as functions of argue that the dlsagreement th.at still exists between th.e Eexper-
the Rox distance. The solid circles indicate the location of the Mental and theoretical results in the case of the muonium sub-
maximum of each curve. Although the three reactions have different Stitution could be due to the large anharmonicity in the muonium
Vu curves, the differences between them are smaller than the plotting case, since anharmonicity has not been included in our calcula-
resolution, and thus, the three lines appear superimposed. tions. To test this factor, we have used the data calculated in a
recent work for the muonium-substituted ethyl radf®dllsing
those in the corresponding CVT/MT calculations for both the the data in Table 3 of ref 57, we can calculate the contribution
deuterium and the muonium cases. The reason for this behavioro the zero-point energy of the two bending frequencies in the
is illustrated in Figure 6, which is discussed next. ethyl radical that are created during the course of the title
Figure 6 shows the classical energy profig(s), and the reaction; these data are given in Table 8. (Note that thXC

quantal adiabatic ground-state barriéS(s) (defined in eq 3) stretching mode, which is also created during the addition
measured from reactants, as functions offaex distance for process, corresponds to the reaction coordinate, and for this
the three isotopes. The zero-point-inclusive energy barriers for reason, it is mostly projected out of the generalized normal-
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Figure 6. Vy curves (solid lines) an¥.® curves for X= Mu (dotted
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Figure 7. (a) Evolution of the 10 lower generalized frequencies along
the reaction path for the H C;H, addition vs theRc_x distance; (b)

the same for the Mu- C,H, addition.

TABLE 8: Contribution of the Transitional Bending Modes
to the Zero-Point Energy for Reaction R3

ZPE (cn1?)
harm. anharm.
Product
CoHs 1627 1605
CoHMu 3773 3608
ZPE(Mu)— ZPE(H) 2146 2003
anharmonicity 0 —143
Transition State
CHs-H 351 346
CoHs-Mu 820 784
ZPE(Mu)— ZPE(H) 469 438
anharmonicity 0 —31°

aTaken from ref 57° Direct calculation at CVT transition state at
200 K. ¢ Assuming same percentage anharmonicity as at products.

Villa et al.
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Figure 8. Arrhenius plots for the CVT/SCT calculations (lines) for
the X+ C;D4 addition, with X= Mu, H, and D. Also shown are the
experimental data for these reactions: Mu, open triangléssolid
circles? D, open diamond$Rate constants are in émolecule s™1.

vibrational partition function of products, favorable to the
muonium system. However, this factor is smaller for points
along the reaction path where the value of those bending
frequencies is smaller than in products. (Note that in reactants
those frequencies are not present, and thus, the difference
introduced by anharmonicity in the CVT rate constants is due
only to the transition-state bending frequencies.) To estimate
the effect, we assume the same percentage anharmonicity at
the transition state as at products, which is not necessarily true
but which is probably more accurate than neglecting anharmo-
nicity. Then, as shown in Table 8, the difference between the
muonium and the hydrogen zero-point energy at the transition-
state location at 200 K due to the two bending frequencies in
our calculations is approximately 31 cf The factor that this
difference introduces in the transition-state partition function
is only 1.25, which raises the calculatigl/ky from 6.7 to 8.3

but which is clearly is much lower than the ratio between the
experimental and the calculated rate constants. Although an-
harmonicity is significant, it is a smaller effect than tunneling.
Tunneling effects for Mu are quantitatively extremely challeng-
ing to theory.

In Table 9 we present the results for the primary KIEs for
the addition X+ C,D4, with X = H, D, and Mu (reactions R4,
R5, and R6 in Table 1). In Figure 8 we present the Arrhenius
plots for these reactions compared to the experimental results.
Again, the discrete symbols correspond to experimental data,
and the lines correspond to the CVT/SCT calculations. The
VSEC parameters predict quite accurate rate coefficients for
reactions R4 and R5, and consequeritlyks is quite accurate
too. The correct trend is also obtained for reaction R6, but in
this case, the difference between experiment and theory is bigger
than in reaction R3 (see Figure 5 and Table 7). The reason is
that the calculated tunneling effect in reaction R6 is much lower

mode treatment along the path.) For the product of reaction R1,than in reaction R3 because of the extremely high sensitivity

the contribution to the zero-point energy of the two bending
frequencies is 1605 cn for the anharmonic treatment and 1627
cm™1 for the harmonic one. The contribution in the case of the
product of reaction R3 is 3608 crhin the anharmonic treatment
and 3773 cm! in the harmonic one. Thus, the difference in

of this correction to the height of thAV,® profile in the
muonium addition. Thus, while the zero-point-inclusive energy
barriers in reactions R4, R5, and R6 (2.53, 2.35, and 4.36 kcal/
mol, respectively) are very similar to the values for reactions
R1, R2, and R3 (2.63, 2.47, and 4.44 kcal/mol, respectively),

the zero-point energy of products between the muonium andthe small difference between th&V.® profiles for reactions

the protium addition cases is 2003 chfor the anharmonic
treatment and 2146 cm for the harmonic one. At 200 K this
difference of 143 cm! becomes a factor of 2.77 in the

R3 and R6 generates a much bigger difference in the tunneling
calculations. As a consequence, the primary KIEs for the
muonium vs protium additions is 3 times bigger at 150 K for
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TABLE 9: Primary Kinetic Isotope Effects on X + C,D,4, with X = H, D, and Mu (Reactions R4, R5, and R6 in Table 1)

kwu/Kn = ke/ks ki/ko = ka/Ks
T (K) CVvT CVT/ZCT CVT/SCT exptt CVT CVT/zCT CVT/SCT exptt
150 0.04 3.0 5.6 1.03 1.69 2.00
200 0.16 1.67 2.7 156 112 1.47 1.61
250 0.35 1.47 2.0 6.3 1.16 1.37 1.47 1.45
300 0.58 1.49 1.9 5.0 1.49 1.33 1.39 141
400 1.02 1.79 2.0 3.6 1.22 1.45 1.49 1.37
500 1.39 2.00 2.2 3% 1.28 1.43 1.45
600 1.67 2.2 2.3 1.30 1.39 1.41
700 1.89 2.4 2.4 1.30 1.35 1.37
800 2.00 24 2.6 1.30 1.33 1.35
900 2.1 2.5 2.6 1.28 1.32 1.32
1000 2.2 2.6 2.6 1.28 1.30 1.30

2 References 3 and 4 Reference 3¢ Extrapolated? Cowfer and Michaélobtained 1.36 by conventional transition-state theory \fdﬁhx =
2.10 A.

TABLE 10: Secondary Kinetic Isotope Effects on H+ CyX,, TABLE 11: Kinetic Isotope Effects on H + C,H3X, with X
with X = H and D (Reactions R1 and R4 in Table 1) = H and D (Reactions R1, R8a, and R8b in Table 1)
kn/ko = Ku/ka ka/(Ksa + Ksn)
T (K) CVT CVT/ZCT CVT/SCT expth T(K) CVT/SCT expth
150 1.15 1.08 1.14 150 0.97
200 1.08 1.04 1.09 200 0.98
250 1.05 1.03 1.05 1.04 250 0.99 1.04
300 1.03 1.03 1.04 1.03 300 0.99 1.03
400 1.02 1.01 1.02 1.02 400 0.99 1.02
500 1.01 1.00 1.00 500 1.00
600 1.01 0.99 1.00 600 1.00
700 1.00 0.99 1.00 700 1.00
800 1.00 0.99 0.99 800 1.01
900 0.99 0.99 0.99 900 1.01
1000 0.99 0.99 0.99 1000 1.01
aValues taken from ref 3. aValues taken from ref 3.
CzH, at the substrate than for,0,. This will influence some The comparison between the observed and predicted primary
conclusions obtained from the KIEs, as we will see in the next and secondary KIEs for the R8 reaction is less satisfactory than
subsection. the comparison of theory and experiment for R4. The experi-

The significant underestimation of the tunneling effect for mental measuremestare for the sum of the R8a and R8b and
the muonium reactions might be regarded as disappointing. are given in Table 11. Our results disagree with experimental
However, the very low mass of the muonium atom, when results for the direction of the KIE for R8 in that the calculated
combined with the unusually low temperatures studied in this k;/(kgy + kgp) (Table 11) is less than unity, although theory
paper, makes this kind of calculation an extremely hard test of agrees that the KIEs approach unity as the temperature increases.
the theory. It is not clear at this stage of our understanding 3.4.3. Simultaneous Primary and Secondary KlHEsis
whether the error is predominantly due to the potential energy interesting to see if the rule of geometric m&af (RGM) holds
surface or to the semiclassical nature of the dynamics calcula-in this system. This rule states that
tion. If the former, it is also not clear to what extent the
discrepancy is due to the potential along the reaction path and KIE(AB) = KIE(A) x KIE(B) 12)
to what extent it is due to the potential characteristics transverse
to the path. If the latter (dynamics), it is hard to separate possible
errors in the exponential decay of the wave function in the
tunneling direction from possible error sources due to the way
that quantization is applied to other degrees of freedom,
including anharmonicity and mode coupling.

3.4.2. Secondary Kinetic Isotope Effectable 10 presents
the KIEs for the addition reactions # CyX4, with X = H, D
(reactions R1 and R4 in Table 1). The secondary KIEs are close
to 1, as usual, and they go from direct (lighter isotope faster) to k. k
inverse (lighter isotope slower) as the temperature increases. KIEreu(D) = 24 (13)
The tunneling effect does not play an important role in the ky Ky
secondary KIEs at room temperature and above. Table 10
compares the theoretical values of the KIE to the experimental KIE e (MU) = k_3§1 (14)
results. It can be seen that the trends are reproduced, and the RGM ky K,
values for temperatures of 250 K and higher agree very well.

At lower temperatures, however, the agreement between theorywith the KIEs obtained by performing double isotopic substitu-
and experiment is not satisfactory probably because of thetions, ks/k; andkg/ki. The final results are plotted in Figure 9.

difficulty of accurately describing the tunneling at such low Itis clear than the RGM holds very well for deuterium addition
temperatures, as pointed out above. but not for muonium addition. The reason for this breakdown

where A, B, and AB denote respectively deuterium or muonium
substitution at position A, position B, and both. This relation
may be derived by assuming conventional transition-state theory
with no tunneling and no coupling between the motion of
substituents at A and B. In other words, this rule expresses the
consequence of having independent motion at different locations
in the molecule. To test the RGM, we compare the value
obtained by using the RGM,
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Figure 9. RGM check for the muonium and deuterium additions to 42— e '
C;H4 and GD4. KIE ac corresponds téy/ks for the muonium case and
to ki/ks for the deuterium case. KHgu corresponds to the producks/ 4.0
ki? in the muonium case and to the prodisks/ki? in the deuterium
case. 38l
TABLE 12: Kinetic Isotope Effects on D + C,HsD a6t
(Reactions R10a and R10b in Table 1) .
Ka/(Ky0a+ Kion) :\:—3-4 9
T(K) CVT/SCT expth as
150 1.92 '
200 1.59 3.0
250 1.45 1.39 '
300 1.35 1.37
400 1.47 1.35 2.8
500 1.43
600 1.39 06 N ‘ ‘ ‘ ‘ ‘
700 1.37 " 200 300 400 500 600 700 800 900 1000
800 1.35 T
900 1.33 Figure 11. ki/kx KIE, where X = 9a, 9b, 10a, 10b, 12a, 12b, as a
1000 1.32 function of temperature.

aValues taken from ref 3.

. o . ) . KIEs are with respect to reaction R1. The first observation is
is the_ large multldl_mer_13|onal tunneling effect present in the that at high temperatures the curves approach asymptotically a
muonium case, which involves modes whose coupling affects ya|ye that equals the ratio between théactors. The different
the results significantly. We confirmed this by testing the RGM  patterns of isotopic substitution show more interesting trends
by using CVT rate constants with no tunneling correction; in 5t |ower temperatures. After examining the different contribu-
that test the differences between the calculated and the RGM-tions to the reaction rates, we concluded that the main
estimated KIEs are never larger than a 5%. It is also interesting contribution to the differences in the KIEs for reactions R7,
to note that although the final calculations for reaction R5 R8, and R11 comes from the vibrational partition function at
deviate significantly from experiment (Figure 8), the deviation the transition state. For example, the main factor in the ratio
would be much larger if we used the RGM to predigt This ked/Kep is the change in the frequencies of the out-of-plane normal
provides an unusual but welcome confirmation of the qualitative modes in the ethylene. Furthermokes/kgs at 150 K is 1.14 at
correctness of the way modes are coupled in the presentthe CVT level and 1.09 at the CVT/SCT level. The small
multidimensional tunneling calculations. The breakdown of the reduction of the ratio due to tunneling is associated with the
RGM rule has also been observed by some of the authors in afact that the zero-point-inclusive energy barrier is slightly higher
recent study of tunneling effects in enzymatic reactivity; in that for reaction R8b than for reaction R8a (2.62 vs 2.58 kcal/mol).
case the RGM breaks down even for D substituffon. Clearly, the final quantitative value of the ratio depends on a
In Table 12 we list our calculatekl/(kioa + kiop) ratio, to delicate balance between tunneling and the vibrational partition
compare it with another experimentally measured KIE from ref functions. Figure 10 shows that at low temperatures protium
3. The calculatedki/(kipa + kion) is in good agreement with prefers to add at the most substituted carbon.
experiment forT > 250 K. Analogously, Figure 11 shows KIEs for the addition of
3.4.4. Regioseledtity. In this subsection and the following  deuterium to different substrates (reactions R9, R10, and R12
we present our predictions for positional selectivity and-cis in Table 1). In these systems we note how the positional
trans effects. selectivity is stronger at lower temperatures. The large values
Figure 10 shows the KIEs for the addition of protium to of the KIE below 200 K are due to the tunneling contribution.
different substrates (reactions R7, R8, and R11 in Table 1). All The conclusions about the origin of the differences between
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reactions Ra and b for X =9, 10, and 12 in Figure 11 are
the same as those fa¢t= 7, 8, and 11 in Figure 10.
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are available in version 7.9 of tlRolyratecode, and the present
application provides a good example of how powerful they are

Deuterium also prefers to add to the most substituted position. when used in concert. Furthermore, these dynamics calculations

The finding that addition to the most substituted carbon is Were combined with the recently developed variable scaling of
kinetically favored can be compared to the experimental finding external correlation (VSEC) procedure for scaling the correlation

in many recent articlé3-65 that substitution occurs at the least

energy in order to make the energy profile along the reaction

substituted position. Several issues need to be considered to pupath more accurate than could be obtained with unscaled

these effects in context. First, we note that the word “substituted”
is ambiguous; in this article it refers to replacing H by D.
However, when it is compared to replacement of H by a bulkier
substituent or a substituent of different electronegativity, it is
not clear that this is the correct viewpofitConsider first steric
effects. Melander and Saund&hbave pointed out that, owing

to its wider zero-point motion, the vibrational probability
distribution of a carbonprotium oscillator is wider and more
space-demanding than that of a carbdeuterium oscillator.
Thus, for steric effects it would not be at all surprising if protium
sites (CH) play the role of substituted sites and deuterium sites
(CDy) play the role of unsubstituted sites (with the same
considerations for CHD vs GDor CH, vs CHD). Inductive
effects are more complicated and not totally separable from
steric effects, but deuterium substitution for protium leads to
effects very similar to those of lowering the electronegativity
of a substituent by a minute amou#tif inductive effects are
dominant, then deuterium substitution should correlate with
electron-donating substitution (like alkylation) but not with
electron-withdrawing substitution (like halogenation). Electro-
meric effects presents additional complications. Thus, the
regioselective directing powers of deuterium substitution can
be straightforwardly compared to other substituent effects on
regioselectivity only when the dominant factor controlling the

calculations.

The new methods have drastically reduced the number of
electronic structure calculations required for calculating rate
constants and kinetic isotope effects, and therefore, these
calculations can be carried out at very high ab initio or
semiempirical levels. In the present work we have demonstrated
these techniques by the study of several isotopic substitutions
in the H+ C;H4 free radical addition reaction. Comparison of
calculated kinetic isotope effects (KIES) to experimental results
allows one to test and to validate the aspects of the implicit
potential energy surface to which the results considered here
are sensitive. Appropriately validated models may be used to
make predictions about the rates of reactions not measured
experimentally. Canonical variational transition-state theory with
multidimensional semiclassical tunneling calculations has been
shown to provide a very useful tool for such studies.

The results show that the importance of the tunneling effect
for the primary kinetic isotope effects and reaction rates
increases in the series deuterigprotium—muonium. The
secondary kinetic isotope effects are close to unity, varying from
normal at low temperatures to inverse at higher temperatures.
We have found that the rule of the geometric mean (RGM) is
approximately satisfied for D but not for Mu.

We have also studied the regioselectivity and stereoselectivity

direction of the effect has been identified. The discussion earlier Of the addition process. We have found that addition at the more

in this section shows that the bending vibrations are critical to
the direction of the effect in the present case.

3.4.5. Stereoselectty. The last KIE considered in the present
work is the preference for addition to either the cis or trans
isomers of CHDCHD (reactions R33R16 in Table 1). To test
this preference, we have calculated the raligfk;4 and k;s/
kis. Both ratios are approximately 1 at all temperatures,
indicating no special preference for the addition to cis or trans
isomers of the ethylene molecule.

4. Concluding Remarks

substituted carbon is more favorable for both hydrogen and
deuterium, especially at low temperatures. On the other hand,
no special preference has been found for the additiasistor
transisomers of the isotopically substituted ethylene molecule.

Acknowledgment. The authors are grateful to Patton L. Fast
for his comments and suggestions and to Philip Pechukas for
helpful discussions. J. V. and J. C. C. acknowledge Virginia P.
Trader for her personal support. J. C. C. also acknowledges the
Spanish Ministerio de Educdeioy Cultura and the Fulbright
Commission for a postdoctoral scholarship. This work was
supported in part by the U.S. Department of Energy, Office of

The present calculations were made possible by several recenBasic Energy Sciences.

advances in the methods for direct dynamics calculations. The
calculation of the reaction path and reaction-path Hessians at

the QCISD/6-311G(d,p) level was facilitated by using a dis-
tinguished-coordinate path (DCP), which allows much larger

step sizes than a minimum-energy path (MEP). The use of a

DCP for dynamics calculations (determination of the least
recrossed dividing surface and multidimensional tunneling
calculation including reaction-path curvature) is made possible
by the reorientation of the dividing surface (RODS) algorithm.
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